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CHAPTER 10 
FORECASTING THE LONG TERM: 

 DETERMINISTIC AND STOCHASTIC 
TRENDS 

Figure 10.1 Economic Time Series with Trends 

These slides are based on: 

González-Rivera: Forecasting for Economics and Business, Copyright 

© 2013 Pearson Education, Inc. 

Slides adapted for this course. We thank Gloria González-Rivera  and 

assume full responsibility for all errors due to our changes  

“A trend is a relatively 

smooth, mostly 
unidirectional, pattern in 
the data that arises from 
the accumulation of 
information over time.” 



2 

Figure 10.2 Time Series with Linear Deterministic Trend 

González-Rivera: Forecasting for Economics and Business, 
Copyright © 2013 Pearson Education, Inc. 

10.1  Deterministic Trends 
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Figure 10.3  Common Deterministic Trends   

10.1.1  Trend Shapes 
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Figure 10.4  Growth Rate with Linear and Quadratic Deterministic Trends 

Geometric growth:    Pt = P0 (1 + r)t  

 

Exponential growth:  Pt = P0 e
 r*t  

 

                                  (r ≈ r*) 
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For a simple linear trend series with uncorrelated noise: 

In this example, we see why these models are called trend stationary:  

because they are stationary around a deterministic trend 
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Figure 10.5  Home Mortgage Outstanding Debt (Billions of Dollars) 

10.1.3 Optimal Forecasting 



Table 10.1 Deterministic Trend Specifications 

The best fit may not translate in best forecasts 

 

We should apply the parsimony principle – Occam’s (1287–1347) razor 

 

Ptolemy (90–168) stated, "We consider it a good principle to explain the 

phenomena by the simplest hypothesis possible." 

https://en.wikipedia.org/wiki/Ptolemy
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Table 10.2  Least Squares Estimation of a Polynomial Trend 

Durbin-Watson: d = 0.73 < 1 ≈ dL,α, we suspect residual autocorrelation 
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Figure 10.6  Forecast of Outstanding Mortgage Debt Based on Table 10.2 
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Figure 10.7  Correlograms of the Residuals of the Fourth Polynomial  
Trend Model  

Recall: Durbin-Watson d = 0.73 < 1 ≈ dL,α, we suspect residual autocorrelation 

Suspicion  

confirmed 
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Table 10.3   Least Squares Estimation of Trend and AR Model 

Modelo misto é melhor 
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Figure 10.8  Random Walk without Drift and with Drift 

10.2  Stochastic Trends 
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RWs are not covariance stationary 
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Figure 10.9 Autocorrelograms of Random Walks 

10.2.2   Stationarity Properties 
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10.2.2.1   Testing for Unit Root 

We have to use the tabulated Dickey-Fuller test. 

 

We have three cases: 

I  –  mean zero no trend 

II  – nonzero mean no trend 

III – trend 
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Table 10.4   Dickey-Fuller Critical Values for a 5% Critical Region 
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Table 10.5  Unit Root Testing Procedure 
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Figure 10.10  Differences in the Forecasts of Random Walk and  
          Trend-Stationary Processes 

10.2.3  Optimal Forecast 



1. Unit roots imply the need for differencing 

2. We may need to difference d times d = 1, 2, … 

3. Instead of a WN we could have an ARMA noise 

 

This means that we can generalize the model to an ARIMA(p,d,q): 

In order to account for such a structure we use the so-called 

  

Augmented Dickey-Fuller (ADF) Test 

 

We simply need to augment the regression with the lagged 

differences necessary to destroy autocorrelation: 
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Figure 10.11  Index of Total Hours Worked in United States and Spain 

An example: 

It seems wise to test for a UR with 

intercept (Type II) 
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Table 10.6  Augmented Dickey-Fuller Unit Root Test on Spain 

We fail to reject  

the Unit Root 
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Figure 10.12  Correlogram of Residuals 

But the residuals are not yet white 

How many differencing should be needed? 
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Table 10.7  Augmented Dickey-Fuller Unit Root Test on Spain 

We fail to reject  

the Unit Root 

We can assume the 

residuals are white 

and proceed to the 

estimation 
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Table 10.8  Least Squares Estimation of      11 ttt YY   

This is the ARIMA(1,1,0) 
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Table 10.9  Four-Step-Ahead Forecast of Index of Total Hours Worked in Spain 

Forecasts for levels Forecasts for differences 
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Figure 10.13  Forecast of Index Total Hours Worked in Spain with  
          95% Confidence Bands 

Forecasting error 

always diverges 

Slope converges to 

differenced series 

estimated mean 


