Probability and Stochastic Processes

Master in Actuarial Sciences

Alexandra Bugalho de Moura

LISBOA

SCHOOL or

ECONOMICS &
MANAGEMENT “Ywoul

2018,/2019

Master in Actuarial Sciences (ISEG - Lisbon) Probability and Stochastic Processes

2018/19

1/17



Time inhomogeneous Markov chains

Continuous time inhomogeneous Markov chains
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Time inhomogeneous Markov chains Introduction

Continuous time homogeneous Markov chains

Definition: continuous time inhomogeneous Markov chain

Markov process, with countable state space S, in continuous time, such that there exists a proba-
bility function pj(s, t) such that
pii(s, t) = P(X(t) = j|X(s) = i), forall0 <s<t
v
Remark
For each pair (s, t), with 0 < s < t, the matrix
P(s,t) = [pi(s: t)]; jes
is stochastic, and pj(t, t) = d;, i.e. P(t,t) = 1.
v
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GEpIE G ey CEs
Chapman-Kolmogorov equations

Chapman-Kolmogorov equations

N
o~

pii(s,t) = > _ pik(s, u)pii(u, t), 0<s<u
kes
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Chapman-Kolmogorov equations
Matrix of transition rates

o We will assume that the probability functions p;;(s, t) are differentiable.

Definition: transition rates

For all i,j € S, the transition rate, transition intensity or force of transition from state i to state j
is
0
ai(5) = gopils 0|
v
Remarks
@ Then, forall t,h>0
P(X(s+h) =jIX(s) =) = pj(s;s+h)
= pij(s,s) +qj(s)h+o(h) ash—0
= dj + qjj(s)h+ o(h) ash—0
o Hence gjj(s) is the (instantaneous) transition rate of the process from state i to state j
@ The matrix
Q(S) = [qu(sﬂ ijes
is the transition rate matrix, or generator, of the process.
v
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The forward differential equations

Theorem

3Pij(57 t) = pix(s, t)ak(t)

ot keS

under the initial conditions pj(s, s) = §;;.
In matrix form

Ie]
EP(Sv t) = P(S, t)Q(t)
P(s,s) = 1
v
Proof
pij(s, t+h) = > pi(s, t)pii(t, t + h) = pi(s, t) [ai(t)h + o(h)] + pj(s, 1)
kes kes
@ As in the time homogeneous case, the FDE decouple so that there is a separate set of
simultaneous equations in p,-j(-, -), for all j € S, for each initial state i € S.
@ Further, again for each i, by summing these equations over all j, we see that one of the is
always redundant.
v
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Kolmogorov's backward differential equations
The backward differential equations

Theorem
0
pu(s ) == qu(s)pi(s. 1)
keS
under the initial conditions pj(t, t) = J;;.
In matrix form 9
{ SP(s,t) = —Q(s)P(s,1)
Js
P(t,t) = 1
v
Proof
p,'J'(S - h7 t) = Z pik(s - hv S)ij(57 t) == Z [qik(s - h)h + O(h)] pkj(57 t) + pij(57 t)
kes kes
pii(s,t) — pji(s — h, t h
J( ) hJ( ) quk s—h)pkj(s t)+ ( )
kes
W
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Time inhomogeneous Markov chains Probabilities of remaining in states for given time periods
. .
Holding times

Theorem
The holding time in any state i € S of a time inhomogeneous Markov process with transition rate
matrix Q(s) is exponential distributed with mean

1

= JZ qii(u)du
This is to say
t
pa(s, t) = els gi(u)du

where
p;(s, t) = P(X(u) = ifor all u such that s < u < t[X(s) = i)

is the probability that the process starting in state i ate time s remains in state i ate least until t.
v
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___________________Timeinhomogencous Markov chains USRS SIS
Integrated form of the Kolmogorov backward equations

Integrated form of the Kolmogorov backward equations

pi(s.t) = 3 / Pi(s, s + w)ai(s + W)pig(s + w, )dw, £ i
k#i
t—s
pii(s,t) = Z/ pi(s, s + w)qi(s + w)pri(s + w, t)dw + pz(s, t)
k#i

You get the backward equations by dierentiating the integral equations with respect to s.
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___________________Timeinhomogencous Markov chains USRS SIS
Integrated form of the Kolmogorov backward equations

Example

oft)

H: Healthy |« > S: Sick
plt)
u(t) v(t)

D: Dead

Write down the integrate form of the backward equation for pyp(s, t)
v
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___________________Timeinhomogencous Markov chains USRS SIS
Integrated form of the Kolmogorov backward equations

Example
oft)
H: Healthy |« > s:sick
plt)
i) v(t)
D: Dead

Write down the integrated form of the backward equation for pyp(s, t):

t—s t—s

pio(st) = [ pal(s,s+w)o(s + w)psp(s +w, )aw + [ pgg(s, s+ w)p(s + w)dw
0 0

v
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Time inhomogeneous Markov chains Integ; 1 form of the Kol equations

Integrated form of the Kolmogorov forward equations

Integrated form of the Kolmogorov forward equations

t—s
Pij(57 t) = Z/O pik(svtf W)qkj(tf W)pjj‘(tf w, t) dw, j#i
Py

t—s
pii(s, t) = Z/o pik(s, t = w)qui(t — w)p=(t — w, t)dw + p=(s, t)
K
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___________________Timeinhomogencous Markov chains USRS SIS
Integrated form of the Kolmogorov backward equations

Example

oft)

H: Healthy |« > S: Sick
plt)
u(t) v(t)

D: Dead

Write down the integrate forms of the backward and forward equations for pys(s, t)
v
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___________________Timeinhomogencous Markov chains USRS SIS
Integrated form of the Kolmogorov backward equations

Example

@ Backward
t—s
prs(s,t) = [ pls.s + whols + whpss(s + w,€)dw
0
t—s s+w
— / = IEH )i (s 4w pes(s + w, £) dw
0

e Forward

t—s
pHs(s,t) = / PHH(s,t — w)o(t — w)pss(t — w, t) dw
0

t—s
/ Prn(s, t = w)o(t — w)e™ JeowlPlI TN gy
0
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Time inhomogeneous Markov chains MO ENINE

Other notations

Other notations

@ There are many different notations that can be used in Markov chains

@ One that you should be familiar with, beacuse it is commonly used in survival models and life
contingencies, is: B
Py = P(X(x + 1) = j|X(x) = i)
which denotes the parobability that a life in state / at age x is in state j at age x + t.
In this case

Pl = P(X(x +7) = i,V7 < t|X(x) = i)
denotes the probability tha a life in state / at age x remains in state / until at least age x + t.

@ Under this notation, the transition rates between states i and j at time x are usually denoted
by p.
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Time inhomogeneous Markov chains MO ENINE

Other notations

Example

Consider a illness-death model with 3 states

1 - Healthy
2 - Sick
3 - Death

with transition rates ,u;;’ i,j=1,2,3.
Show from first principles that the forward differential equation for +p}? is

1o}
2 11,12 12,21 12,23
Efpx = tPx Hx4t — tPx Mxyt — tPx Hxtt

Noticing that

cnpr? = pit hp}ﬁrt + ¢p}? hpfit Chapman-Kolmogorov equations
hpiit = h,u)l(%rt + o(h) transition rates
hpfit = 1- h,ui},_t — h,ufj_t + o(h) transition rates

.
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Time inhomogeneous Markov chains MO ENINE

Other notations

In general
o ki
atp;}, = Z Py .UXJH
kes
ik ki ij i
= Z tPx :u‘xj+t + tP)'},l‘ﬁth
k#j
" ki -
= ekl +epd [ =30
k#j k#j
ik ki ij  Jk
= > (tp; [ye — rP'xJu’X+t)
kA
v
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